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SuperDARN overlays show a very good agreement with AMPERE-inferred velocities and immediately

yield a direct evaluation of the conductance model used. For instance, in the “Bz<0” case shown, pre- scale as the background, computed from AMPERE.



